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Novel approach to classification of Abnormalities
in the mammogram image

Khalid El Fahssi,Abdelali Elmoufidi,Abdenbi Abenaou, Said Jai-Andaloussi, Abderrahim Sekkaki

Abstract—Mammography remains the most effec-
tive tool for the early detection of breast cancer and
Computer Aided Diagnosis (CAD) is usually used as a
second opinion by the radiologists. segmentation and
classification of breast masses in mammography play
a crucial role in Computer Aided Diagnosis system
(CAD) . In this paper we propose an approach based
on the theory of adaptive orthogonal transformation
that will calculate the informative characteristics of
regions of interest of mammography images and clas-
sification by comparison of the similarity between the
vectors of the characteristics of regions of interest by
use of the coefficient of matrix of correlation. The
result obtained by this calculation method allows the
increase the efficiency of diagnosis. To illustrate the
effectiveness of the method we present the results of
experiments carried out on the basis of images MIAS
mammeograms.
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I. INTRODUCTION

Breast cancer is the most common evil in women
worldwide. It is a leading cause of female mortality
[1, 2,3] since every woman has a one in eight chance
of developing breast cancer during her lifetime. [4].
The Prevention of the disease is very difficult be-
cause the risk factors are either poorly known or
not suggestible. Scientific studies have provided a
better understanding of development of cancer but
it is still not possible to know why one person
develops breast cancer. It should be noted that only
5 to 10% of breast cancers are hereditary related
to the transmission of deleterious genes which are
the most frequently incriminated are BRCA1 and
BRCA2 (breast Cancer acronyms) associated with

Khalid El Fahssi,Abdelali Elmoufidi,Abdenbi Abenaou,
Said  Jai-Andaloussi, Abderrahim  Sekkaki are with
LIAD Labs, Casablanca, Kingdom of  Morocco.;

elfahssi@etude.univcasa.ma

Khalid El Fahssi,El Moufdi, Said Jai-Andaloussi and Abder-
rahim Sekkaki are with Faculty of science Ain-chok, Casablanca,
Kingdom of Morocco.

Abdenbi Abenaou are with National School of Applied Sci-
ences, Agadir, Kingdom of Morocco.

ISSN: 1998-4510

72

a predisposition of the disease [5] . Mammography
is the most effective imaging technique to detect
tumors at an early stage [2,6] and currently is the
principal investigation in breast cancer screening.
However, radiologists are always obliged to examine
very finely the image to a better diagnosis hence
the importance of Computer Aided Diagnosis sys-
tem (CAD) developed over the last twenty years[7].
Generally systems (CAD) based on a series of ap-
proaches including pretreatment steps, segmentation,
extraction of parameters of classification and finally
the interpretation and classification of suspected ab-
normalities [7,8,9,10] . Generally the first indicators
of malignancy parameters are connected to the mass
density, size, shape and edges, malignant masses
often infiltrate the fabric of linear son purposes that
extend outward from the center of the mass. From
the pathology of malignant masses, the shape can
be used to discriminate between malignant mass and
benign masses. Approximately 80 to 85% of breast
cancers are diagnosed localized tumor’s appearance
on mammography[4]
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Fig. 1. The morphological spectrum of mammographic masses.

For automatic classification of tumors several
techniques are used such as that based on artificial
neural networks [11,12], one based on fuzzy logic
[14], and other based on support vector machines
[13,26]. In this paper we propose a new technique
based on adaptive orthogonal transformation and
the coefficient of correlation matrix.

Figure 2 define the different step of our system of
detection and classification of lesions.
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Fig. 2. Organization chart of the proposed method

This paper is organized as follows: Section
II.LA describes the database used for evaluation,
section II.LB we present the different classification
methods ,section II.C we give our method of
pretreatment, section II.LD we give a result of our
method of segmentation, section IL.LE present the
method for classification and detection of the lesion.
The result is presented in section III and we end
with a conclusion and perspective in section IV.

II. MATERIALS AND METHOD
A. Database

The mini-MIAS [20] database contains a total
of data 322 MLO view mammography images. This
database is divided into categories such margin: spec-
ulated, circumscribed or poorly defined. The images
have a resolution of 1024x1024 pixels. From this
data set, a total of 111 lesions was selected. These
include 60 benign and 51 malignant masses. An
example of a series of the image is given by Figure
3 and different components in the mammogram by
Figure 4.

Fig. 3. Example of mammography study.
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Fig. 4. The different components in the mammogram image

B. Classification Methods

the notion of Classification means assigning a
label to samples of a database using a number of
characteristics. These features must obviously be
able to identify each sample. In image processing,
the echantillon may designate a pixel, an area in
the image, an object represented in the image or
the image itself. Depending on the application, the
purpose of the classification is either:

- Classify the pixels of the image into different
zones. In this case, the classification problem
reduces to a problem of image segmentation into
different objects. For example, one can classify the
different areas of a mammographic in lesion or
non-lesion.

- Classify the image or objects an the image in
different categories. For example, we can classify
the masses who are in mammographic images in
malignant or benign.

Two methods of classification can be
distinguished: the unsupervised classifications
and those supervised.

1) Unsupervised classification — methods:
These techniques are used when the identity of
classes is not known. This results from a lack
of information from the study population. There
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are classification algorithms composed of several
iterations, to create groups of individuals with
similar characters. The unsupervised classification,
called automatic or clustering consists to identify
the different classes naturally without any prior
knowledge. The objective, in this case, is to
identify a structure in the images of the database
based on their content. The images are assigned
to different classes estimated using two essential
criteria are the great homogeneity of each class
and good separation between classes. Among
the unsupervised classification methods the most
commonly used is that of the K-means algorithm,
also called dynamic clustering algorithm (McQueen,
1967). The algorithm works by specifying the
number of K classes (clusters) expected (K being
set by the user). It calculates the intra-class distance
and reattached cluster centers according to distance
values. The disadvantages of this method are firstly
the need to set the number of classes before starting
the classification. Secondly, this method is very
sensitive to the initial data distribution. Finally, this
method assumes that classes follow the reduced
normal distribution laws, in other words, with the
same importance in all directions of space which is
not always verified.

Another method of clustering is the self-organizing
map (SOM) (Kohonen, 1984). SOM is a neural
network, supervised by a non-competitive process,
is capable of projecting large data in a two-
dimensional space. During learning, each neuron
is specialized in the recognition of a certain type
of input. The self-organizing map consists of a
set of neurons interconnected. A configuration
between the inlet space and the space of the
network is built, and, in two points near the input
space near activate two units on the map. This
method is more robust to initial conditions that the
K-means algorithm. The major drawback of this
method is the CPU time associated with iterations
allowing the construction of the self-organizing map.

2) Supervised classification methods: If the user
has sufficient information on the study population
(as is the case of breast images), it can perform
a supervised classification. This category is sup-
posed to have a group of individuals of each class,
which we know they belong. These individuals form
d’apprentissage samples. They are used to train the
classifier. Other samples, called de test serve to
validate the classification by assessing its relevance
through the rate of correctly classified individuals.
There are several supervised classification methods.
The most famous methods are the linear discrimi-
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nant analysis, logistic regression, neural networks.
Some research has focused on the linear discriminant
analysis. This is a simple method of classification
between images belonging to different classes based
on linear analysis. The main idea of this technique
is to build decision limits directly optimizing the
error criterion. However, this method is suited to
data linearly separable which is not always the
case. Artificial neural networks (ANN), are widely
used for classification problems. They are based on
the theory of perceptrons. ANN consists of several
neurons distributed over an input layer (denoting
the descriptors), an output layer (designating the
classification result) and a number of hidden layers.
Moreover, this method is capable of modeling non-
linear systems very complex. However, the disadvan-
tage of this method is the choice of the number of
hidden layers and the number of neurons in each
layer. Thus, the user is brought to experiment with
different combinations of the number of layers and
neurons in order to arrive at the most appropriate’
neural network has its type of application. By cons,
the neural networks of radial basis functions (RBF)
are constituted by a single hidden layer. The major
advantage over other artificial neural networks is the
use of a less complex structure (only one hidden
layer). In addition, the computational complexity
induced learning is less than that induced by learning
ANN.

through to the existence of hybrid algorithms. How-
ever, performance of such a network dependent for a
selection of basic functions, the number of functions
constituting the radial basis function (number of
unit’es the hidden layer) and estimation of network
parameters . Other research has been directed to-
wards the logistic regression (LR). This is a mul-
tivariate model commonly used in epidemiology (or
cancer). It is used when the output variable (the level)
is qualitative, usually binary (the occurrence or ab-
sence of a disease). The input variables (descriptors)
can be against by either qualitative or quantitative.
Logistic regression is able to achieve a probability
estimate using logistic formulation. Faced with linear
functions, the separators wide margin, known by the
acronym SVM (Support Vector Machines) are orig-
inally designed for binary classification problems.
They allow to linearly separate the positive examples
from the negative examples in the set of training
images by a hyper-plane that guarantees maximum
margin (Vapnik, 1999). The effectiveness of SVMs is
often greater than that of all other supervised clas-
sification methods. For problems of non-eparabilit,
SVMs used to perform a nonlinear transformation of
the input observations in a higher dimensional space
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to reduce to the linear case. In addition, SVMs can
also address the multi-class classification problems.

C. preprocessing of mammography Image

This step is crucial in our system for the re-
duction of false positives. Indeed, in these images,
the breast covers only 30% of the entire image [15].
Moreover, the digitization of mammography images
may result in noise in the resulting mammograms.
So in mammography images several types of noise
and artifacts are present [16]. Thus for improving the
quality of mammography we used an image prepro-
cessing method based on shrinkwrap function [17],
this function amplifies areas of high intensity and
segments them using a front. The front is initialized
on the convex hull (for speed) and erodes the map
until it has converged on the edge of the areas to
keep, maintaining edge geometry.

Fig. 5.  Mammogram preprocessing step : (a) Original mam-
mogram, (b) Artifact suppressed

D. our method of segmentation

For segmentation the mammography images we
have used a combined solution of the two ap-
proaches, one based on levels set theory and the other
based on the principle of the minimization of the en-
ergy of active contours[18]. The elaborated algorithm
which is an interactive approach permits to segment
effectively the images from its coarse resolution to
its refinement. The results of the segmentation are
illustrated from the database of MIAS. The figure
represents the result of our method of segmentation.

i .

Fig. 6. Segmentation of mammograms mdb184 : (a) Original
mammogram, (b)ROI detected ,(c) The contour of ROI, (d) ROI
extracted
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E. Method proposed for classification of lesion

The first part of the approach proposed in this
article has allowed the segmentation and selection
of regions of interest of mammography images of
various types of disease. The classification of mam-
mograms depending on the type of disease images
requires the extraction of the most relevant features
in these regions of interest [19],[21].

the calculation of characteristics vectors infor-
mative regions is ensured by the use of an adaptable
orthogonal transformation [22]for each class regions
(type of disease). The spectrum of informative char-
acteristics of a given area (class) obtained decreases
rapidly. In other words, the analysis of the spectra ob-
tained allows a considerable difference between the
classes of regions. This property will subsequently
develop a simple decision rule which ensured a high
certainty of classification.

The principle of the proposed method is to syn-
thesize an adaptable operator orthogonal transforma-
tion to generate functions of bases parameterizable.
Using these transformations [22],[23] is favored by
the ability to adapt to the shape of their basic func-
tions depending on the nature of the standard vector
formed by mammograms each class images. In other
words, for each type of disease a system of basis
functions are associated parameterizable for showing
his images. In addition, these functions of base
parameterizable meet the criteria for completeness
of the system ensuring the transformation of vectors
without loss of information content. The system of
basis functions formed is expressed as a factorisable
orthonormal matrix operator, which therefore allows
a transformation with a fast calculation algorithm:

1
Y=—HX (15
FHX (15)

where:

- X = [x1, 79, ...,2n]T is the vector representing the
region of interest in the segmented image mammog-
raphy given initial vector transform (of size N = 2").
-Y = [y1,%2, ...,yn]" is the vector of informational
characteristics calculated by the spectral operator
orthogonal H of dimension N x N.

Factorization of Good [24] showed a possibility of
representing the matrix operator H as product G;
(16) Sparse matrix with a higher proportion of zero
which has allowed the construction the quick trans-
formation algorithms of Fourier , Haar and Walsh.
The matrices G;(i = 1,...,n) are constructed by
blocks of matrices V; ; of minimum dimension that
is called spectral nuclei [22]:



INTERNATIONAL JOURNAL OF BIOLOGY AND BIOMEDICAL ENGINEERING

% 0 0ixlo o]
;0 0 g 0 0
0 | O 0 ol 0
G= 0 n 0 0 & 0
0 ry 0 }’l
] 0 Ay 0 s
With
I L R £ |eos(e,,) - w., sin( @)
= g & sm(qa ) —wcos(@, )]
w,, =exp( j& ) e[l 2x] €<[0 2x]

Hence equation (15) can be written as follows:

1 1 1
Y= —HX = — LGN X = —II
N NG G N

By defining the parameters (;; and 6;; can train
operators orthogonal of transformations with basic
functions complex , and 0; ; = 0 operators with real
functions. Adapting Operator H in (15) is provided
by the condition:

NG (17)

1
NHast =Y. =[Y:1,0,0,...,0],Yc1 # 0 (18)

where:

- Y, is the target that builds the basis for adjusting
the vector operator H,.

- Zgsq represents the calculated by means of the
estimates of the statistical characteristics of images
of a given class standard vector.

- H, is adaptable to synthesize operator.

Synthesis adaptable operator H, based standard Z,g
(for a given class) is to calculate the angular parame-
ters (; ; matrices G; according to condition (18). The
procedure for calculation of the parameters is based
on an iterative algorithm to calculate the target vector
Y, by step according to the equation:

Yi=GiY—y (19)
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The final calculation of the vector Y. allows
obtaining adaptable operator H,.

For the classification of lesions, we dispose

two sets of feature vectors for each type of tumor
(benign or malignant). The first was used for the
calculation of the standard Z;; (tumor i) for the
synthesis of the operator, while the second set used
to form the spectral standard Y,q;. The latter is
obtained by projecting the feature vector of the
second set in Ha adaptable bases.
To make the decision and classify each tumor, we
calculate each Y; spectrum in each base H,; of
the region of interest, then we sills of a regle of
decision based on the calculation of the coefficient
of matrix correlation between the standard spectrum
of each class and the projection of Y; spectrum of
the region of interest in the base H,; of the same
class. Correlation coefficient is calculated by the
following equation:

which are respectively estimators of covariance,
standard deviations and expectations of the variables
X and Y.
Then two spectra are not linearly correlated if 7, is
zero. The two spectrum are better correlated if r,, is
near to 1 or -1. then according to the condition of
linear correlation, the specter of the region of interest
belongs to a class of which max(|r,|) is near to 1.
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Fig. 7. Classification procedure

III. RESULTS AND DISCUSSION

This section presents the results of experiments
performed on 111 selected mammography database
mini-MIAS images. To evaluate the effectiveness of
the proposed method, we used the information pro-
vided by the Mammographic Image Analysis Society
database (MIAS) including the class of anomalous
images and coordinates of their centers of regions
of interest. To test our method, the algorithm is
applied to each image containing a mass lesion. In
the classification of ROI to Benign or Malignant, a
positive case means correct classification of ROI to
benign or malignant while a negative case means
incorrect classification of ROI as such a type. The
definitions of the fractions are as below:

-True Positive (TP) means breast classified as
Malignant that proved to be Malignant.

- False Positive (FP) means breast classified as
Malignant that proved to be Benign.

- False Negative (FN) means breast classified
as Benign that proved to be Malignant.

- True Negative (TN) means breast classified as
Benign that proved to be Benign.

We have tested the performance of our
method by calculating and analysis of accuracy,
sensitivity and specificity for malignant and benign
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classification. These are defined and calculated as
follows[25]:

Sensitivity: number of correct classified Benign
mass/number of total Benign mass :

TP

TP+ PN *100%

Sensitivity = (

Specificity: number of correct classified Malig-
nant mass/number of total Malignant mass:

Specificity = ( ) * 100%

N
TN+ FP

Accuracy: number of correct classified

mass/number of total mass:

TP+ TN
TP+ FN+TN + FP

) % 100%

Accuracy = (

Out method has been proven effective for the
classification masses to benign or malignant on a
mammogram with a sensitivity equal 93.78%, Speci-
ficity equal 94.54% and accuracy equal 93.89%.

IV. CONCLUSION AND PERSPECTIVE

In this work we presented an approach for clas-
sification of lesion to benign or malignant in digital
mammograms. The experimentation gives a percent-
age of 93.78% of a sensitivity and a percentage of
94.54% of Specificity and accuracy equal 93.89%
for all cases studied. The results of the algorithm
can contribute to solving the main problem in mam-
mography image processing such as diagnostic and
classification. The Efficiency of the proposed method
confirms the possibility of its use in improving the
computer-aided diagnosis.
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